9.5 Automation
[bookmark: user-content-9.5.1]9.5.1 Infrastructure LCM Automation
Cloud infrastructure comprise of many components including hardware, cloud , PaaS, Tools and the software applications VNF or CNF on top of it , any of those components may require a update or changes in Day2 similar for any expansion the changes are expected to do any Day1 activities on the infrastructure , for these type of scenarios not only each component automation is required but also we need a view of E2E automation across the complete life cycle that also includes the touch points of handoff with the applications to manage the whole infrastructure .
The purpose of this section is to elaborate the Automation LCM from the pipeline perspective which can be considered a form of Telco DevOps that will enable to automate all steps needed to onboard , test and validate any changes to the infrastructure 
9.5.1.1. Hardware Configuration CI/CD
There are many tools possible to automate the Hardware configuration like Ansible, Terraform, Puppet etc each of which comes with out pros and cons . However, the Cloud infrastructure for Telco service requires some specific features that must be automated for both CI/CD and CT processes and whole requirements are as follows
Day1 and Expansion Requirements:
· Underlay management and Overlay fabric deployment
· Cloud Infrastructure rollout using IaaC and templates approach 
· Automatic Baremetal provisioning for both multi stack cloud deployments and Edge deployments 
· Validation and Acceptance testing
· Firmware & Security compliance
· VNF onboarding 
· Application testing, 
· Application deployment
· Pluggable architecture to support and integrate SDN and networking 
· Pluggable architecture to support and integrate HIM and Hardware orchestration all the way from Cloud to Core to Edge 
· 
Day2 and OPS Requirements:
· Day-to-day routine (e.g. Troubleshooting/Debugging)
· Scheduled maintenance (e.g. hardware replacement/decommissioning)
· Scheduled routine (e.g. backup)
· Expansions (e.g. newer hardware generation with enhanced capacity)
· New VNF onboarding (e.g. newer use-cases)
· Updates and Upgrades with minimal or no service interruption
Testing Requirements 
Development of Test framework is very important to do continuous testing for Cloud Infrastructure primarily due to reason that 
· No single set of open-source tools can fulfill all Use cases and application requirements
· There is need to integrate proprietary vendor tools and simulation agents in the automation CI/CD along with standard tools
· Different use cases has different requirements e.g An NFV Cloud for vEPC will focus on fast-data path and volume performance while Edge Cloud for vRAN will focus on RealTime performance and API scalability

         Functional  Requirements 
· Use opensource tools like Rally and NFV bench
· Deep latency and stats reports
· Fast datapath agnostic (any combination OVS-DPDK, vRouter, SR-IOV VF, SR-IOV PF)
· L2 and L3 traffic profile
· Possibility to fully deploy loopback VNF (TestPMD or VPP) through cloud  API
· Can use external VNF to route back the traffic

· Enhance test tools as per use case requirements

        NFR   Requirements 
· HA requirements
· 5 9’s reliability requirements 
· Performance and KQI requirements
· Stress testing 


9.5.1.2. Networking Automation
Ansible can be the de-facto standard for the Underlay and Overlay provisioning  , as ansible can configure the server/storage as well like through plugins for hardware infrastructure and support of tools like OPENSCAP so Ansible can be used to do all networking automation 
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[bookmark: user-content-9.5.1.1]9.5.1.3. Software Development CI/CD
    9.5.1.3.1 Software Development LCM CI/CD
Below is the proposal for CI/CD considering software packing ,artifacts and testing from end to end perspective 
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Overall, the architecture can be broken down to four parts 

1. Software Packages
It includes all the software that will be provided mainly from App supplier either in the form of TOSCA or YAML packages or ISO images to be deployed on the Cloud Infrastructure 

2. NF DevOps enhancement
To make packages carrier grade the Operator DevOps teams will enhance packages like writing test scripts, versioning, catalog, license verifications an management etc 

3. Refeence Cloud Architecture 
This is isolated infrastructure in LAB mainly not integrated with any live env  ,It can be vendor managed

4. Software Packages
This is customer infrastructure including lab and all Env should be integrable to build the complete pipeline 

[image: ]
The Proposal for CI/CD Software automation for Cloud Infrastructure can be depicted as follows
1. Software management
Repository and version control , design and configuration script
2. Automatic deployment
Automatic deployment of artefacts on the infrastructure in a versioned manner including A/B work flows
3. Configuration  management
All sort of configuration management both Day1 and Day2
4. Upgrade  management
All sort of upgrade task management including building pipeline consider conditions and pre-requisites
5. Automated testing  management
Please refer to 9.5.1.3.2
6. Topology and monitoring   management
Part of XGVELA Telco PaaS




   
 9.5.1.3.2 Test  LCM CI/CD
The Proposal for CT  for Cloud Infrastructure can be depicted as follows
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1. A DevOps server obtain VNF Package,  trigger the start of test execution on Test Framework, receive the test report, forward test report to VNF Provider.
2. Data Handling component process the sensitive data filtering.
3. The Automation test framework that will execute the test and record test results

Note:
This proposal is based on TST006 FEAT25 which includes build of complete devops pipeline including infrastructure 
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